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~ Abstract—Formally, the Internet inter-domain routing system  internal signals and responses. Each one of them only offers
is a collection of networks, their policies, peering relationships a (different) glimpse at a global critical infrastructurdese
and organizational affiliations, and the addresses they advertize overall purpose and functionalities are determined by a set

It also includes components like Internet exchange points. By its fl ii tocols that il f devi t
very definition, each and every aspect of this system is impacted Of layer-speciic protocols that run on millions ot devices

by BGP, the de-facto standard inter-domain routing protocol. ensure connectivity among billions of users.

The element of this inter-domain routing system that has  When trying to establish a precise meaning or interpretation
attracted the single-most attention within the research commu- of the use of “Internet topology,” in much of the existing
nity has been the “inter-domain topology”. Unfortunately, almost  |jiaratyure, we find that the phrase has often been taken ta mea

from the get go, the vast majority of studies of this topology, .
from definition, to measurement, to modeling and analysis, have a virtual construct or graph created by the Border Gateway

ignored the central role of BGP in this problem. The legacy is a Protocol (BGP) routing protocol. Commonly referred to as
set of specious findings, unsubstanciated claims, and ill-conceivedthe inter-domain or Autonomous-System (AS) topology —

ideas about the Internet as a whole. named after the logical blocks (ASes) that are used in BGP
By presenting a BGP-focused state-of-the-art treatement dhe g designate the origin and path of routing announcements —

aspects that are critical for a rigorous study of this inter-domain .. . . . . .
topology, we de-mythify in this paper many “controversial’ it is this particular connectivity structure that we focus io

observations reported in the existing literature. At the same this paper. o _ . _
time, we illustrate the benefits and richness of new scientific ~ Our motivation for concentrating on this topology is

approaches to measuring, modeling, and analyzing the inter- twofold. First, there has been a wealth of myths, miscon-
domain topology that are faithful to the BGP-specific nature of ~ ceptions, and misinformation in the literature to date @bou
this problem domain. the AS-level Internet. The fundamental problem has been the
Index Terms-Internet topology, modeling, BGP, routinguncritical reliance on BGP as the main source of measure-
measurements, inference limitations ments. By its very design, BGP is an information-hiding eath
than an information-revealing routing protocol, and ustrigr
mapping the Internet inter-domain topology is a “hack” and
not a purposefully designed measurement methodologygBein
The term “Internet” means (many) different things to (manyg hack, it should come as no surprise that even though the
different people. Even within the networking communitye thresulting data contain some amount of useful AS-relateat-inf
term is often used ambiguously, leading to misunderstgsdinmation, it lacks critical Internet-wide routing state inftation
and confusion and creating roadblocks for a genuinely sciamecessary for synthesizing the AS-level Internet. Secehén
tific treatment of an engineered system that has revolwazhi carefully considering the specifics of the AS-level Intérne
the way we live. and making proper use of the existing domain knowledge
While mathematics in the form of graph theory has been this area, especially with respect to BGP, this particula
equally culpable in adopting the use of this vague nometepology becomes an amazingly rich source of exciting new
clature, the “new science of networks” has popularized it fgroblems whose solutions can be expected to provide a deep
the point where phrases like “topology of the Internet” ounderstanding of critical issues (e.g., resilience, bemander
“Internet graph” have entered the mainstream science liteal-world threats, future evolution) that will be paramotor
rature, even though they are essentially meaningless wtithdesigning tomorrow’s Internet.
precisely-stated definitions. For one, “Internet topologyuld We are not the first to focus on the Internet AS-level
refer to the connectivity structures encountered in anyhef ttopology. In fact, there has been a number of excellent peior
seven OSI| (Open Systems Interconnection) layers, from thiews that provide a detailed description of the availab&am
physical fiber and cable connections at the physical laysyrements and of the commonly-used modeling approaches
all the way to the virtual or logical connections associatehd analysis techniques that have been considered to date
with applications such as the WWW (World Wide Web)for studying the AS topology (see, for example, [1]-[4]).
P2P networks (e.g., BitTorrent), or social media network&hile some overlap with this earlier work is unavoidable,
(e.g., YouTube, Facebook, Twitter) at the application fayehe goal of this review is different. We seek to reflect on the
Moreover, by the very nature of this layered architecture tdssons learned from the past 10+ years of Internet topology
the Internet, these different connectivity structuressiraped research. We will be destructive as well as constructive in
by different sets of technological, economical, and satietour criticism of previous efforts. On the destructive side
forces and evolve in response to different sets of extenmdl aaim to debunk aspects of the published research concerning

I. INTRODUCTION



the AS-level Internet that have created general excitement
among networking and non-networking researchers alike, bu
which fall apart when scrutinized by domain experts, or
tested with carefully vetted data. On the constructive,Side
effort is aimed at directing and guiding future AS topology
research into gainful new areas. To this end, we show how the
shortcomings in the existing state-of-the-art have geaedra
openings for a more rigorous, scientific treatment of the AS-
level Internet.

5)

A. 10 Lessons from 10 Years of Studying the Internet Au-
tonomous System

Much of the published research on the AS-level Internet
seems convincing and sound. After all, the work adheres in
large parts to the traditional scientific method; that isisit
typically grounded in real measurement data and follows a
generally-accepted modeling approach. However, to ecatiti
networking researcher, it is the very nature of this sciienti
method which invites questions that probe the soundness of
each and every facet of AS-related findings reported in the ex
sting literature. Despite their simplicity, these quessiceflect  6)
some two decades worth of experience with Internet-related
measurement and modeling and can be succinctly summarized
as follows. “Are the available measurements appropriate fo
the purpose at hand?” and “Is modeling or model validation
reduced to some basic data-fitting exercise?”

The following is a necessarily subjective list of 10 lessons
that we have learned from about a decade worth of published
research on the AS-level Internet, with special focus on the
data that has fueled much of the research in this area. Qur lis
includes the major topic areas where the AS-level Interast h
played a prominent role. The observations on which we base7)
our lessons have become widely accepted within and outside
the networking research community, and a main goal of this
paper is to “de-mythify” each of these “facts” by examining
in detail how they fare in light of the above-stated critical
questions.

1) The notion of “inter-domain topology of the Internet” is
ambiguous, at best, without more precise definitions of
terms than typically provided.

The commonly-used practice of abstracting ASes to
generic atomic nodes without any internal structure is
an over-simplification that severely limits our ability

to capture critical features associated with real-world 8)
ASes such as route diversity, policy diversity, or multi-
connectivity.

The traditional approach of modeling the AS-level Inter-
net as a simple connected di-graph is an abstraction inca-
pable of capturing important facets of the rich semantics
of real-world inter-AS relationships, including differten
interconnections for different policies and/or different 9)
interconnection points. The implications of such abstrac-
tions need to be recognized before attributing network-
specific meaning to findings derived from the resulting
models.

The BGP routing data that projects like RouteViews or

2)

3)

4)

were never meant to be used for inferring or mapping the
AS-level connectivity of the Internet. The main reason
for this is that BGP was not designed with AS-level
topology discovery/mapping in mind; instead, BGP’s
purpose is to enable ASes to express and realize their
routing policies without revealing AS-internal features
and, to achieve this goal in a scalable manner, BGP has
to hide information that would otherwise aid topology
discovery.

The traceroute data that projects like Ark (CAIDA),
DIMES, or iPlane have collected and made publicly
available have been a boon to network researchers, but
are inherently limited for faithfully inferring or mapping
the AS-level connectivity of the Internet. The main
reason for this is that traceroute was not designed with
Internet topology discovery/mapping in mind; instead, it
is a diagnostic tool for tracking the route or path (and
measuring transit delays) of one’s packets to some host,
and to achieve this diagnostic task, traceroute can ignore
issues (e.g., interface aliasing) that would need to be
solved first were topology discovery its stated objective.
Significant additional efforts are required before cotre
models of the Internet’s inter-domain topology derived
from the publicly available and widely-used measure-
ment data can purposefully be used to study the perfor-
mance of new routing protocols and/or perform mean-
ingful simulation studies. At a minimum, such studies
need to be accompanied by strong robustness results that
demonstrate the insensitivity of reported claims to model
variations that attempt to address or remediate some of
the known shortcomings of the underlying models or
data.

When examining the vulnerability of the Internet to vari-
ous types of real-world threats or studying the Internet as
a critical infrastructure, it is in general inappropriate t
equate the Internet with a measured AS topology. In fact,
meaningful investigations of most vulnerability-related
aspects of the Internet typically require taking a more
holostic approach to Internet connectivity, accounting fo
details of the physical infrastructure, of how physical
connectivity maps to various types of more virtual
connectity, of protocol-specific features, and of traffic-
related aspects that manifest themselves at the different
connectivity structures.

While there is a valid role for “observational” studies of
the Internet's Autonomous System, the results of such
studies are in general hard to interpret. A more promi-
sing method involves performing controlled experiments
that allow one to discriminate alternative explanations
for results and prevent the effects of one confounding
factor from drowning out the effects of others.

Studies which start with a definite application, and
proceed to collect the best data available for that appli-
cation have shown a much higher rate of success than
“fishing expeditions”; that is, studies that target datsiset
collected by third-parties and analyze them for the sake
of analysis.

RIPE RIS have collected and made publicly available ard0) In an environment like the Internet where high-

of enormous practical value for network operators, but

variability phenomena are the rule rather than the ex-



ception and where the quality of the data cannot Istrategies, the location of a company’s data centers and all
taken for granted, it is paramount to apply data-analytavailable paths to reach a particular destination. An examp
methods that have strong robustness properties to thfehow deceiving this information hiding capability can e i
known deficiencies in the observations and naturallyiven in [17]. The authors give examples of what they calt “in
account for the presence of extreme values in the datduced updates”, where it is impossible for a monitor to pigk-

The list contains elements that range from definition arifie root-cause. (c) Configuration flexibility: BGP provides
meaning of the graph, to measurements and their approgperators with the expressive power they need to be able to
ateness for AS-related studies. They may seem repetitite, Bnplement the complex and evolving business policies ASes
we prefer to err on the side of explicitly stating the probemhave with each another. By design, BGP hides the information
rather than leaving the issues implicit. about these policies, and unless this information is phbts

Debunking past mistakes goes hand in hand with identifyifg@mewhere else and independent from BGP (e.g., on the
new and interesting directions for more purposeful and pron¢ompany website or in the IRR [18]), it is in general difficult
sing studies of the AS-level Internet, and our main motrati Or close to impossible to retrieve or infer it. Note that it
for this paper is ultimately the latter and not the forme®ervice Providers (ISPs) today often have a much richer set
Importantly, we believe that addressing the current defaies Of policies and value-added services than widely discussed
will move us from treatments of the AS topology as afn the literature [6], [19]. Section IlI-D highlights commo
uninspiring and often meaningless abstract graph towamds @sumptions researchers make about business policies.
approach that views the AS Internet as an economic construc® BGP-speaking router operates by taking the information
that is constrained by socio-technological factors andiieed about existing routes from its BGP neighbors, the IGP and
by economic incentives and business decisions made by €ier sources. The router then makes a decision about which
major players in this area (e.g., service and content peosjd Of these provides the “best” route to each destination. &hes
large corporations, governments). Although this notiors h&est routes are then (subject to export policies) passeleto t
been advanced by the networking operator community feputer's BGP neighbors. The process iterates until a stable
some time [5]-[9], the networking research community haguting solution is found (if the protocol converges, whish
been slow to react and to distance itself from the populgstgranot in fact guaranteed [20], [21]). The output of the BGP’s
view of the inter-domain topology (examples of exceptior@ecision process involvgmliciesthat can result in routes that
include [10]-[12]). may be far from shortest-paths.

The BGP best path selection process [16] and features are
ll. BGP CRITICAL CHARACTERISTICS ANDIMPLICATIONs ~ Well known [13]-[16], and they are critically important whe
dealing with AS-related inferences. In the following, wst la

L . ... number of observations that are relevant for the remaintler o
Routing in the Internet is undertaken on two scales: W|th%n is paper;
IS :

an administrative domain or AS and between ASes. Separa ) ) )
routing protocols (and separate routing tables) are used by EVery BGP-speaking router in the Internet obtains some
an AS to spread information about internal and external information by this routing process and uses this informa-
destinations. The routing protocol used within an AS is gtm ~ tion to route packets. However, this information passed
an Interior Gateway Protocol (IGP) and is the choice of the ©n by BGP is “selective”, not complete, in the sense that a
individual AS. The current de-facto standard inter-domain  N€ighboring router only receives the output of a complex
routing protocol is the Border Gateway Protocol (BGP) [13]-  Selection process and not the various inputs.

[16], and it is this protocol that concerns us in this section ¢ BGP announcements carry useful information. Most no-
tably, for AS topology-related work, they include AS-path

information.

A. A Highly Scalable and Expressive Information Hiding BGP can behave badly, based on non-local policies. For
Protocol instance, an external policy change over which AS’s

The characteristics of BGP that have made it successful network administrator has no control can cause an un-
are at the same time those which significantly add to its expected and/or undesirable shift in traffic on the AS’s
complexity. BGP was designed as an “information hiding”  network. The lack of global transparency makes BGP
protocol, and it is very good at it. The features that conteb very hard to debug [22].
to the information hiding capability include: (a) Scalatyil « The AS-path in the BGP update messages is inserted
BGP runs on a distributed system whose size is the Internet. for loop detection and also to provide some form of
Each autonomous network that is part of the Internet conspute  distance metric. However, there is no guarantee that traffic
the routes through which it can access the rest of the Intterne  is actually flowing along that AS-path [19].
To keep BGP scalable, only best paths towards a destination
are propagated. (b) Hiding of internal network structuBssP ) L
allows networks to exchange routing information betweds: BGP Monitor Limitations
them without revealing strategic information about theimo  As a service to ISPs and the operational community, in the
networks. For example, ASes are often not willing to shafate 1990’s two organizations started collecting and itistr
sensitive business data, such as the number of routergingidy (near) real-time BGP routing information gathered from
their network or their networks’ topological structure, ielh a number of backbone networks. Those projects are widely
customers are buying transit, traffic demands and/or rgutireferred to as RouteViews [23] and RIPE RIS [24]. They



deployedBGP Route Monitorgalso calledCollectorg, which towards largercore networks and IXPs.
are essentially just normal PC’s running routing softwarehs ~ 5) The connections between BGP monitors and routers are

as Quagga [25]. Initially, only large providers connected t not 100% reliable. Session resets, collector down times,
this service and provided feeds, but later on this servise al and missing updates cause missing data among other
became popular at IXPs (Internet eXchange Points). problems [29]. Verifying and cross-checking the BGP

Typically, these monitors record all the BGP update in- data is essential, otherwise the data could easily be
formation they receive from their neighbors. They do not misinterpreted [30], [31].
announce any prefixes, they do not send or receive traffic—6) BGP is a path-vector protocol, which means that a
although there are exceptions [26]. The resulting records a single triggering event may cause multiple updates to
the primary source of BGP data that many researchers use. be observed at a collector, depending on timer-states,
Both the RouteViews and RIPE RIS projects have collected  topology, and vendor implementation [26], [32].
amazing datasets in the terabytes range providing approxi-/) Various artifacts appear in the data. With respect to

mately a decade worth of Internet-wide BGP routing infor-  deriving the inter-domain topology from BGP data, one
mation. The data is currently collected from several hudsire instance is of particular concerpath poisoning[33].

of vantage points in the Internet and is publicly availatle i Path poisoning is a technique used by some opera-
open data formats. The data has been a huge boon to network tors and researchers to announce prefixes that contain
operators debugging network configurations, and the coatin misleading AS-path information to trigger (false) loop
reliability of the Internet literally depends on these dats. detection at remote ASes.

A common characteristic of the RouteViews and RIPE RIS Generally speaking, the above limitations fall into two
projects is the explicitly- and specifically-stated pumder categories: artifacts and systematically missing datéfakts
collecting BGP routing information in the first place. Bottare not easy to fix, but may with care be handled. On the
projects were originally motivated by interest on the pdrt @ther hand, systematically missing data is very hard to deal
operators in determining how the global routing system eighw with. In view of the wide-spread use of this data by reseasche
their prefixes and/or AS space (see [23], [27]). Importantlfor the purpose of studying the inter-domain topology of the
both projects have been silent about the use of their data foternet, we note here that when relying on third-party data
mapping the inter-domain topology of the Internet, and fdhat was collected for a specific purpose and using it for a
good reasons. First and foremost, the data obtained fronvexy different purpose, a key question that needs to be asked
BGP monitor has many limitations, arising principally fromand answered [34] is “are the existing measurements (which
the nature of BGP itself, and include: were collected for a specific purpose) of sufficient qualdy f

1) The monitor can only see what the connected routi}€ PUrPose for which | want to use them, and how do the
chooses to send along. Care is needed when interpre ects in the data affect the inferences | intend to make?

what is in the data. Contrary to popular belief, one does ' "€ PoPular approach of simply using the available Route-

not see the Internet as seen by the connected router, AEWS Of RIPE RIS data when trying to study AS-level

best, it may be possible to anticipate what a downstredfP°109y has been pursued for more than a decade without
neighbor might receive answering the above question. Clearly, taking the datacat fa

2) The type of information that can be collected is also ndf!U€ and deriving from them results that are actually irust
always the same. Most feeds are, what is often called/2"tY iS highly problematic. The problem is in interpresaf

“full-feed” (or “default-free” routing table [28]). How- that is converting the data into useful information. Thisqass
ever, some feeds are “partial feeds” and first go throu fra_ught because BGP was desugned for a _parUcuIar process
some filtering process before being sent on to t outing) and not for mapping the inter-domain topologyeTh
collector. For example, this may happen at IXPs whet formation contained in the protocol is not the informatio
the feed is set up for ’other ASes to show them whicﬁ%at most AS topology investigators would ask for. As noted
routes would be learned if a particular form of peerin' [35], “what we can measure in an Internet-like environinen
agreement were signed S typically not the same as what we really want to measure (or

3) Some ASes are very large and span multiple continen‘f‘éhat we th_mk we actually measure).” In much of_ science, we
Operators often aim at keeping traffic reasonably |0C(,make do with what we can get, but nevertheless, it is impbrtan
so that the view that is collected in, say, New York0 consider whether such an investigation sheds light on any

might be very different from a view that is collected®@l Problems, or becomes purely an act of sophistry.

within the same AS in, say, Tokyo.
; . C. Other measurements
4) The current monitors are connected in only a few _ .
locations, and each monitor has only a limited view- Looking glass servers are another source of BGP data (with
point. Moreover, the locations of these monitors are n§t€ same limitations), but the information they provide is

randomly distributed across the Internet, but are biasggnerally highly constrained in space and time. The Interne
Routing Registries (IRRs) provide useful information imge

1This is a rough approximation, because updates depend oniB@Rthat ©ral, but are known to contain a significant amount of stale or

influence what is sent when (which is typically different feach neighbor). incomplete data and are therefore typically of limited picad

In addition, such a downstream router is typically conng¢teother routers |;,ga [36] [37]_

as well, which are not monitored. Therefore, this “input cectivity” of a ' .
router is hard to model as well, as it depends on factors suclyps and Yet another set of data comes from the data plane using

function of a router, location and AS-related strategies. tracerout e. Although this is a fundamentally different



measurement technology, it faces a set of similar, and ih fdBP manages the edge router of one of its customers. Such
more severe, limitations than BGP measurements. Like themblems make it exceedingly hard to even define the edge of
BGP monitors,t r acer out e [38] is a debugging tool that an AS, let alone measure it.

was never intended to measure topology. Its problems areAnother problem arises from the fact that although an AS
even more extensive than those of BGP, though outside fhenften considered to correspond to a single technical mdmi
scope of this paper (see [35], [39] for details). The fact théstrative domain, i.e., a network run by one organizations i

t r acer out e returns a router path, while BGP returns a patbommon practice for a single organization to manage maltipl
in AS-hops, suggests that these are orthogonal measurem@8es, each with their own ASN [44]. For instance, Verizon
and therefore complementary. In reality, they just ovettze Business (formerly known as UUNET) uses ASNs 701, 702,
same problem space. An additional difficulty is mapping IP03 to separate its E-BGP network into three geographic
addresses to ASes [40], [41], which may mean that combininggions, but runs a single IGP instance throughout its whole
these is impractical. At best, there is the problem that Hib$ network. In terms of defining nodes of a graph, these three
seen by the routing protocol and the data plane may just havetworks are all under the same operational administrative

different, incompatible meanings. control, and hence should be viewed as a single node. On the
other hand, as far as ASNs are concerned, they are different
I1l. FROM ASES TOAS TOPOLOGIES and should be treated as three separate nodes. The situation

actually more complex since corporations like Verizon

. . . - i
In the previous section, we emphasized the critical need 0 ".
understand the basics of BGP when trying to interpret the B siness may own some 200+ ASNs [44] (not all are actually
used, though). In many of these cases, a clear boundary

routing information that has been collected and made plybli . .

available by projects such RouteViews or RIPE RIS. Here \:? twee.n.t.hese multiple ASes may not rgally exist, thus “"9“

focus on the use of this information in past studies thateedu e definition of the meaning O.f anode inan AS graph. Slml_lar
problems can arise when a single AS is managed by multiple

the Autonomous System Internet to a simple graph. adminstrative authorities which consist of individual®nr
different corporations. For example, AS 2914 is run pdtial
A. The Definition of an Autonomous System by NTT/America and par[ia”y by NTT/Asia.

One key ingredient of a graph is its nodes. In the context of All this presumes that an AS is a uniform, continguous
the AS-level Internet, it is tempting to simply equate a nodgntity, but that is not necessarily true. An AS may very well
with an AS, but this begs the question what an AS realgnnounce different sets of prefixes at different exit powfts
is. Most papers loosely define an Autonomous System astsanetwork, or use BGP to balance traffic across overloaded
region in the Internet which is under a single administetiinks (other reasons for non-homogeneous configuratioas ar
control. The term “administrative control” implies a conmya reported in [28]).
with commercial interests in the Internet that operates in For all these reasons, it should be clear that modeling an AS
this space following certain business strategies and tiagye as a single generic node without internal (or external)cstme
specific market niches. However, the reality is more subtie overly simplistic for most practical problems. Moreaver
than this. these issues cannot simply be addressed by moving towards

From a technical perspective, an AS is often viewed in terngsaph representations that can account for some interm no
of the AS number (ASN) allocated by IANA (Internet As-structure (such as in [45]), mainly because BGP is unlikely t
signed Numbers Authority) or the Regional Internet Registr reveal sufficient information to infer the internal struetdor
(RIRs). An ASN is tendered to enable routing using BGRhe purpose of faithful modeling.

An extension of this view is to define an AS in terms of its

destination prefixes. This is an association that is mebh&yra -
say by traceroutes or routing monitors. Exceptions to tkag/v B. AS Connectivity

include ASes that number internal links from unannounced We have seen that the definition of an AS is fraught with
address space (such as specified in RFC 1918 [42]). Anycpgablems. Assuming for the time being that the concept of
or Multiple Origin AS [43] provide yet another set of counteran AS is well defined so that it makes sense to equate each
examples to a straight-forward mapping between ASN ai® with a node in a graph, then what is the set of links?
address space. Unfortunately, the question of which ASes are “connected”

Even when it is well defined, the above clashes with treso has no simple answer, and defining the meaning of a
popular view that associates an AS with a set of routers tiink” between two ASes requires further consideration.
appear to the outside as if they formed a single coherentDoes a connection mean the ASes have a business relation-
system. The administrative view and the logical addreseda ship, physical connectivity, connecting BGP session, ait th
view of an AS are often inconsistent. An organization mathey share traffic? All the above are reasonable definitions,
often own a router which has at least one interface IP addressl none are equivalent.
belonging to another organization. In fact, many point-to- A common construction is an undirected graphk= (V, €)
point IP links occur across a “/30” subnet. When the linkvhere the nodes or verticag are the ASes and the edges
joins two networks, this subnet must be allocated from th#& are the connections between ASes. Two ASes are said
IP blocks of one or the other connecting network, and $o be connected (at a particular time), if they can exchange
most such connections result in IP addresses from neigidporiouting data (and presumably IP traffic) without the help of
ASes appearing locally. The problem is exacerbated when am intermediary AS that providesansit In essence, what



we have just defined is a representation of the BGP routiogmpanies. It is nhot uncommon for a small network operator
structure as a simple graph. The main question is whethertorhave a single transit provider, in which case there isnofte
not this abstraction is of any practical use or relevance. no need for them to route using BGP. In this case, they don't
need an ASN, and they simply appear to be part of the provider
AS.

In summary, the AS-graph by itself and as defined above

It should be clear from our earlier arguments that this not particularly useful. Imayhave some scientific interest
abstraction of the BGP-routing structure of the Internet tdhough this should be tempered by an understanding of what
a simple graph loses a great deal of information and is &mreally is), but it is not applicable by itself, not to Intest-
overly simplistic way to view the Internet. All we are seeingelevant problems in particular. To be useful, say for preay
is the BGP routing structure of the network, and it is wrongetwork behavior under policy changes or failures, one must
to assume this is somehow the fundamental topology of thkso understand something of the policy relationships. tihat
Internet. In fact, this graph representation is not a paldity point we address next.
useful topology for any practical purpose. We can make it
more purposeful by being more careful about its definition.5  pyjicies and Relationships

First, the AS graph should really be a multigraph. It is . ) _
very common for two ASes to be connected by multiple If the AS-graph by itself and as defined earlier is to be of any

links and in different geographic locations [6], [46], [4The use in conjunction with analyzing or cont_rolling.B.GP rogtin
idea is clearly illustrated by Figure 1 in [46], which shows ¥/€ Must label the edges and nodes with policies. Although

“pancake” diagram of the North American Internet backbon !fferent engineers can define many different policiessehe

This fact has often been ignored when considering topick SLR:OHCi_‘ElS “_‘US‘I be impl_emented Ithroug_thGP, aljddhehnce tk?e
as reliability of the AS graph under link or node failures]48 poss!ble 'mF gmentaﬂonsbare €ss rich or-vane .t an the
although it is a necessary ingredient for such studies. TApQPSS' € policies. It has been common to approximate the

from the need to quantify the number of redundant patirl@lng.e ofh.pol-icies between ASe§d by ?)simple set of three
available, a failure of a physical link between two ASes migﬁ? qtlons ps: (@) cugtomer—prow e, (.) peer-peer, o
lings. This reduction was at least in part motivated by

not be visible to any external observer at all (maybe not ev . :

throughout the ASes themselves), while a small change in IG#'Ston [7], [8] and has been used in various places [9], [56]-
cost could trigger many hot-potato route changes visible . _ . . .
large portion of the Internet [49]-[51]. Perhaps the reaim While many relat|onsh|ps fall into these th_ree categ_orles,
critical aspect of the topology is typically ignored is tlitais there e}re frgqluent e_xcgphons [.45]|' [52], .for mstan%e,hg t
hard to measure—BGP monitor data is in general blind to tH‘grm of partia tr.ansn In a par_tlcu ar region [5]’ [19]. one
facet of the topology. way that the partial transit relationship can be implemeise

Second, the AS graph should really be a hypergraph. 35 a hybrid between the customer-provider and the peer-peer

single “edge” can connect multiple ASes. This is commorr?lat'onsmp: the subscriber receives rogtes’from t_helpem\s
stomers and peers, but not the provider's providers.

in an IXP—physical infrastructures managed by third parti¢s’ ) > .
where netwgrlé can choose to peer withgone gnotherpfor th .outmg under policies (a)-(c) has the *valley-free praptr

; o ; ch both leads to estimation algorithms and simplifies the
purpose of exchanging traffic directly, and essentiallyffee, which, . e
compared to using some upstream service provider at a Cf&hawor of BGP. Although the “valley-free property” is éak

At IXPs multiple networks are joined together at one phylsic or granted in a ngmber of papers, there are cases which
location [9], [52]-[54]. One might argue that they are J-qﬂ”eargue for the opposifeOne research study [60] that attempted
X to “quantitatively characterize BGP announcements that vi

by a switch/router, each using point-to-point links, butain . Q,I@te the so-called valley-free property” stated that fasal

least some cases, that switch has no place in a purely AS-I . ” )
%rljgouncements are more pervasive than expected” even in the

raph, and so must be considered as a hyperlink between . )
tghar? tWo ASes P rTblased dataset collected from BGP monitors (see SectiB II-

Third, ASes are not atomic. It should be clear that an A‘ghey report that 14 out of the 15 ASes that they classify as
is a geographically distributed entity [55], but the prable tier-1 propagate valley announcements. They also recegniz

is even deeper. ASes are comprised of multiple componemngrf'oﬁﬁggr;:’rwsrgfg?agg;rtﬁ'ggtse’ ttrr:;:? t?)rio”;:elrg(omél?c)f’ies o
(routers and the like) distributed over some area of spame.a\ Y piexp

principle (according to the RFCs) the AS should have Oﬁglddle-saed intermediate providers. . S
routing policy. Not only is it not exactly clear what this nmesa There are reasons why researchers still use this simplified
but it is clearly not true [28], [45], [52]. The components of.
an AS may not even be contiguous. An AS may rely on
provider AS for transit of its traffic between multiple othése
disconnected components.

C. AS Graph Meaning and Extensions

ntent”; for example, in routing security one needs a maufel
the intended routing to show attacks against it. The sineglifi
model of relationships provides an easy way to achieve such
X ) . “ a goal. The critical point when using this model, though,
Lastly, there is no clean 1.1 mapping between networkls to show that the results of the study do not rely on it

and “organization” and “AS” [44], [52]. A single organizati . L
. . . : despite using it. For example, a researcher could enhaece th
may use multiple ASes to implement its network, or it may

ap_qwre a n.umber of ASes as a result of me_rgers and acquig yas publicly reported [59] that when PSI depeered AboweNerio
sitions. A single AS may also represent multiple networks @eave AboveNet transit to/from PSI.



experiments with additional topologies and show that thekwoObviously, the definitions above are arbitrary, and could be
is not particularly sensitive to the model assumptions. changed, but they are used here to highlight the ambiguity
Forgetting for the moment the simplification in assuming aliehind the term “AS graph” and its manifold meanings. Most
policies fit this model, and the simplifications the AS-grapbommonly, what is meant by the AS topology is the structure
itself makes, the relationships can be represented in thyghgr of the routing graph, possibly with some elements of the
by providing simple labels for each edge. In this case, thpolicy graph. However, it appears unusual for studies tameve
literature starts categorizing ASes into “tiers” [9], [5G]he define precisely what graph they examine (exceptions being
concept of “tiers” starts with the tier-1 networks, ofterfided papers such as [9], [64], [65] where the BGP routing graph is
as those that don't buy transit from any other AS. As sudaxplicitly considered).
these networks must peer with each other in a clique. ThenRare studies have tried to capture other views, e.g., [47]
below these are the tier-2 providers who are customers of tiiging other methods such as traceroute. However, as noted in
tier-1 networks, but peer with each other to some extent, aSdction II-C, since traceroute has its own set of problemanwh
so on for as many levels as your model suggests. used to map either intra- or inter-domain topologies, tisalts
Another approach is to infer a more generic set of policieg such studies need to be examined very carefully and with
consistent with routing observations using a more detakd full knowledge and explanation of the limits and applicapil
of routing measurements [45], [61] and estimate performanaf the technique.
by comparing predicted routes to real routes (held back from

the inference process). IV. LESSONSLEARNED ABOUT AS-GRAPH SNAPSHOTS

As noted in the Introduction, there are a number of lessons
E. The AS Graph Set researchers have learnt over the last decade. Lessonsve3 ha

When we consider the above, we start to understand th@en discussed at length already. Lessons 4-7 are the topic o
challenge of giving a precise meaning to the notion of “thethis Section. The core issue is that BGP was not intended for
AS graph. In reality, there are multiple incarnations ofsthithe purpose of measuring the AS graph. In using data from
graph, each with its own meaning, structure, potentia| aboth RouteViews and RIPE RIS in ways other than intended,

plications, and inference problems. Table | lists some ef tfhe question is raised about its suitability. We have conteten
possible graphs, all of which have ASes as nodes. extensively on the limitations of those measurements, éré h

« business relationship graphin its simplest form this we will examine the impact_of these limitations.
graph simply indicates (by an edge) that a businessAS far as we know, the first researchers to use BGP route

relationship exists between the corporations that own pAfonitor data for topology-related work were Govindan and

ASNs. Edges could be usefully labelled by the type dgeddy [64]. They introduced the notion of tireter-domain

business relationship, and we list a small subset of tfgPClogy defined as “the graph of domains and the inter-
possible relationships in Table |. omain peering relationships.” Specifically, they defined a

« physical link-level graph:this graph indicates WhetherIink in this graph to signify route exchange between the

two ASNs have a physical (layer 1) connection, and hofPrresponding domains. The paper is quite specific about
nature of the problem that the authors were interested

many such connections they have. The multiple nature_%f X : -
such connections leads this to being a multigraph. THS - Since the authors hypothesized that two characteristics

fact that some physical connections are through entitiéd, the routing system (i.e., the inter-domain topology and
such as IXPs, that connect multiple ASes leads to tHiQute stability) impact Internet wide-area communicatitrey

graph being a hypergraph. The graph's edges could Bgeded to understand, among other things, features of the

usefully annotated with link capacity and potentially athenternet's inter-domain topology and relied on availabl@mB

features such as geographic location route monitor data “to derive agpproximatecharacterization

« connectivity graphthis graph indicates that layer-2 con0f the inter-domain topology.” ) ) _
nectivity exists between two ASNs. In many cases the | "€ Paper that coined the term “Internet topology” and is

layer-2 connectivity between ASNs would be congrueﬁWdOUbtedly better knovyn an.d more V\_/idely cited than [§4] is
with the layer-1 connectivity, but with recent advances ifa/outsoset al. [69]. While this paper is largely responsible
network virtualization this may not hold for long [62]. for launching much of the subsequent significant research

« BGP routing graphthe edges in this graph indicate pairgctivity in this area, it is also responsible for advancihg t

of ASes that have an active BGP session exchangifjuring notion that the inter-domain topology of the Imter
routing information (i.e., a BGP session that is in th® & Well-defined object and can tcuratelyobtained and

‘established’ state [16]). reconstructed from the available BGP route monitor data.

« policy graph:the edges in this graph are the same as thol%k fact, starting with [69], theapproximatenature of the
in the BGP routing graph, but include directed po”querred inter-domain topology and the limitations of the

annotations [63]. We define this separately from the BG#derlying BGP route monitor data emphasized in [64] have
routing graph because it may require a multigraph feen largely ignored, and the majority of later papers is thi

allow for policy differences between different regions. are typically only cite [69] and no longer [64]. Unfortueiy

traffic graph: it is the same as the BGP routing graph,
¢ grap g grap 3“A study of the Internet inter-domain routing system; thatli collection

but the edges are annotated with t.he amount of traffyf:domains, their policies and peering relationships, ardattidress prefixes
exchanged between the corresponding ASes. they advertise.”



Paper | Date Measured| Estimated

Graph Edge Annotation Graph Type
business relationship subsidiary, partner, customer, .. directed graph Zha:_lngg: Z:‘ {g% ggggégig i?ggg ggggg
physical link-level link capacity multi- hyper-graph - ' ' ’

L ] Muhlbaueret al. [45] | 2005-11-13 | 49,241 58,903
connectivity graph - multigraph

. : Rougharet al. [67] | 2004-01 38,397 42,818

BGP routing graph | - undirected graph 2005-01 45814 54582
policy graph BGP policies directed multigraph 2006-01 50’129 59’319
traffic graph traffic volumes directed graph 2007-01 57’038 68,856

2008-01 63,536 76,944
Dhamdhereet al. [68] | end of 2007 | 70,000 -

TABLE II: Past estimates of links in the AS-graph.

TABLE I: Example elements of the set of AS graphs.

as commented in [34], the impact of such secondary citatioesist, but it is hard to put a tight upper bound on the number,
in the measurement arena is especially severe, sinceatritiscecause we cannot see what we just cannot see.
information available in the original work is often obsadire The problem with missing links is much more serious than
or forgotten. In this context, even a very limited examioati if those links were “missing at random”. In particular, the
of the main Internet topology-related publications in treddfi bias in the type of links that are missing is critical when
of “network science” (e.g., [70], [71]) is illuminating. calculating some metrics on the graph, such as distances,
The most notable problem in the AS-graph measuremgnecisely because such links are ofgsignedto cut down
and inference is missing data, primarily missing edges.tMasn the number of ASes traffic must traverse.
reachableASes appear in a BGP monitor’s viévand so when  Typically, the next step after inferring network topology i
we combine data from multiple monitors it is unlikely thato infer policies between ASes. The most common approach
more than a few active ASes are missing. However, there dpethis problem is to assume the universality of the peer-
a very significant number of missing edges [9], [45], [54]peer, customer-provider, sibling-sibling model, and téein
[65]-[67], [73], [74]. the policies by finding an allocation of policies consistent
Table Il shows several estimates reported in these papeith the observed routing [9], [57], [58], [74], [76], [77].
and obtained using different techniques, for instance gusi@nce relationships are established, a seemingly reasonabl
additional sources of data: IRRs, and Looking Glasses, ds weext step is to estimate the hierarchical structure as in [9]
as additional route monitors (some 1,000 in [45]), or stigas [56]. However, the effect of large numbers of (biased) migsi
techniques [67]. While the approaches used are very differelinks has not really been considered in these algorithms. In
most of these studies come up with similar numbers on tfect, the tier structure of the Internet seems to be largaly a
order of abouR0% of the total number of edges, but there is ndlusion. Recent work has shown that there is little valu¢hie
ground-truth to verify or falsify the accuracy of such esites. model at present [9], [12], [78]; but, in contrast to the alai
However, if the recent study [54] that focuses exclusivaly cof these papers, there is no strong evidence that the situati
discovering missing links at IXPs is any indication, the tiem has actually changed or that the tier model was ever a good
of missing edges may be significantly larger — quite likelynodel.
between 50-100%. The tier-1 ISPs may be a realistic concept, though searches
We know that the above missing edges cause significdat cligues amongst groups of large providers always preduc
problems in inferring the AS graph. For instance, it is amaller sets than any reasonable grouping suggested by the
requirement that a network be multi-homed to obtain an ASNature and scope of the companies involved. In reality, even
This means the AS needs to intent to connect to at least tifidhe tier-1 concept is correct, it ignores the transitoature
upstream providers. In this sense a “single-homed stub-A8f the network and the business relationships that need to be
does not exist. Without any doubt, there are exceptionsiso timaintained to keep connections alive.
rule. However, the second link is often a backup link which is There is also a natural set of “bottom tier” ISPs who do
invisible to BGP outside of the immediate connection, beeaunot provide transit to any other BGP speaking ISP (they
of BGP’s information hiding. Thus, it may appear as if a largecertainly can provide transit to other ISPs, just not thesone
number of ASes are single-homed stubs. that appear as separate ASes). We sometimes call thesé “stub
In [65] the authors separate the missing links into ‘hiddefSes (though note that even in the simple AS-graph they
and ‘invisible’ (for a given set of monitors). The importanimay not be degree one nodes). These actually form the vast
point about invisible links is that these are links that ammajority, some 30,000 of the 36,000 or so ASes do not appear
missing from the data for structural reasons, that is, itds nto provide transit today.
just a gquestion of quantity (i.e., numbers of monitors) but However, it is very difficult to classify the intermediate
quality (i.e., location of monitor). In [67] the authors itie transit-providing ASes. Certainly there are ambiguities b
links into a number of classes based on their observabitity acause one AS may appear to be in different tiers based on
develop a class based estimator for each of these. We dis relationship with various other providers, and thera ca
thus, place reasonable lower-bounds on the numbers of lifk& no consistent labeling as a result. More serious though,
that are missing from the data, and know that many such lin&ge the problems with the whole model that assumes that all
4This is because typically an AS announces at least one piEfate are relationships are of these types—as we have noted ASes are
of course exceptions, as discussed in Section Ill-A. Funibee, note that it often not homogenous. . . .
is not guaranteed that all ASes are reachable from all otiResA72]. Other analyses of the AS-graph have included studies of its
5Note that complex BGP policies may play a role in this as well [g25].  reliability [48]. Once again, ignorance of the approxirat



in the AS-graph (for instance of the multilink nature of the 5) There are also attempts to not just estimate the topology
real connections), and the problems in measurements (the but derive some quality measure for the resultant AS-
number of missing edges) invalidate such studies completel graph [67], [99], [100].

Likewise for other graph-based metrics [79] applied withou On the one hand, these and other advances on the mea-
understanding the above issues. surement side suggest that the missing link problem may
be solved in the not-too-distant future, paving the way for
V. LOOKING AHEAD highly predictable future research efforts focusing on & ne
Given our list of problems described here, one might heund of characterizing and modeling these “more complete”
tempted to think that the AS-graph and routing data in géney&S graphs. However, when trying to understand the reasons
are useless until these datasets are drastically impréi@s:  for the various advancements on the measurement front and
ever, apart from their operational utility, RouteViews @RiPE  examining the sources that yield the improved data, it b&som
RIS have provided the essential ingredients for many inamort increasingly obvious that genuine advances on the research
studies that match the services’ goals [80]. A number ofeheffont will not come from “more of the same”—traditional stu-
studies have improved the Internet significantly, and in thiles of the Internet’s AS graph as a graph-theoretical cooist
majority of such successful papers there is no need to e@xpl@évoid of most features or attributes that make it relevant a
the “graph” view of the network. Examples include: (a) Thénteresting from a networking perspective. Instead, thesta
discovery of slow convergence and persistence oscilldtion measurement efforts and resulting data all highlight the fa
routing protocols [9], [20], [81]-[86]. (b) Understandinthe that the AS-level Internet is much richer and rewarding than
impacts (positive and negative) of route flap dampening,[8%yhat can be described with a simple di-graph. Providing a
[88]. (c) Determining how much address space and how mamathematical framework that fully reflects and respects tha
ASNs are being actively used [89]. (d) Looking for routingichness and supports the search for the main technological
“Bogons” often related to Internet address hijacking [98#}. and economic factors that shape the AS-level Internet and
(e) Debugging network problems [9], [17], [95], [96]. are responsible for its evolution will be at the heart of new
On the measurement side, there have also been magjentific advances in this area. The reward of these newtgffo
advancements towards improving our view of AS topologpromises to be a unique ability to successfully reversereeg
For instance: this critical Internet construct for the purpose of stratetly
1) As BGP routing changes, often multiple potential pathefluencing its future functioning and evolution.
are explored and these paths (which are unlikely to In addition to defining a rather unconventional agenda for
actually be used as a final choice) can show some foture research in this area, the recent advancements on the
the alternative routes available in the network [66], antheasurement side listed above also relate directly to mssso
thus a more complete topology. 8-10. First, controlled experiments (i.e., experimentt tiave
There is an unfortunate side-effect of this type of mea “control” sample against which the experimental data can
surement. It introduces a Heisenberg-like uncertainbe compared) are necessary in order to precisely derivehwhic
principle. It is not clear whether observed changes afactors of interest affect which variables. Controls allone
due to the micro-phenomenon of path exploration, @o discriminate alternative explanations for results, prevent
macro-phenomena of link changes, new entrants, ethe affects of one confounding factor drowning out the affec
The longer we make observations, the more completé others (see [26], [28]). This is basic tenet of the scfanti
they may seem, but we then do not know whether all ofiethod, but seems to have been ignored in this area of
those links existed at the same time. Such uncertaimgsearch. Most studies have been “observational”, andewhil
principles appear to be present in a number of Internétere is a valid role for such experiments, for instance in
measurement contexts [97] where we trade off “accepidemiology, they are intrinsically harder to interpret.
racy” of the measurements against “time localization”. Second, we have much more hope for studies that set
This approach does not overcome the structural bias.out to measure a particular phenomena, or solve a particular
2) Missing edges can be found using additional datasetspblem (for some instances see [9], [101]), and which atesig
e.g., RIRs and looking glasses [37], [66], [73], [98]their measurements around that problem than we do for
or IXP data [9], [37], [54], [98], though care must be'fishing expeditions” which simply take a set of data, and
exercised with any additional dataset. mess around with it until they find something apparently of
3) Beacons [26], [28], [82]: a routing beacon is just @nterest. The latter approach is more often uncritical @& th
router that advertises and withdraws certain prefixdélaws in the data, because at the end of the day the results are
on a regular schedule. Examination of the observedten treated uncritically, whereas results aimed at agha
announcements and withdrawals by various route moparticular problem are assessed by whether they reallye solv
itors then allows estimates of protocol behavior such #isat problem.
convergence time. Third, in a world where high-variability phenomena are the
4) Route poisoning prevents announcement from reachinge rather than the exception and where the quality of the da
certain parts of the Internet. As with beacons, it allowsannot be taken for granted, it is paramount to apply data-
one to examine the behavior of BGP in a more controlleghalytic methods that have strong robustness propertiggeto
manner. This is perhaps the only way to see (somkfiown deficiencies in the observations and naturally adcoun
backup paths, or to understand whether an ISP udes the presence of extreme values in the data. A common
default routing [28], [33]. approach in, for instance, machine learning towards pnogid
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better quality measures of performance is to hold out sorme sg4] O. Bonaventure, “Interdomain routing with BGP4.” Adwa one-
of data for testing the quality of inferences made with a $et o

training data, and this approach has much to be recommendﬁg

in this context too, despite the fact the idea has been used
sparingly (see for instance [45]).

VI. CONCLUSION

(16]
(17]

(18]

The underlying story of this paper may seem to be oné?9]
of woe and tragedy. We start with flaky data, progress t?zo]
uninformed, uncritical interpretation, and finish withoasp-
plication. Can anything be done?

The answer is yes. However, in writing this paper we hope
to illuminate the critical aspects of the AS-graph that gver [22]
researcher working in this area or using the available datas3]

should know. While past research has identified important a
difficult problems, it is the way these problems have be

?

e5]

[21]

“solved” that we critique in this paper. By emphasizing that26]
constructs such as the inter-domain topology of the Interne
cannot be treated justly as simple abstract graphs —devojgh
of essentially all network-specific meaning— we outline som
directions forward towards solving a set of more challeggin [28]
interesting, and ultimately more rewarding problems. The
lessons of this paper will hopefully form a checklist for
any student or new researcher in this area that will enablé®]
them to avoid the pitfalls which have reduced the value of
some past research. Simply stated, to ensure value of futuse]
research in this area, any work on the structure and evalutio
of the Internet’s Autonomous System has to account for th@l]
economic, technological, and social forces that shape this
critical element of the Internet.
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